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JlanHble Bcerga ObLIU KJII0YEBbIM 3J1eMEeHTOM 001eCTBA, IKCIIOHEHINAJIBLHO PACTYIIIMM HA NPOTSAKEHUH BEKOB M
NPEACTABJISIOIIMM BBI30BbI JUIA KAa:KIO0H CHCTeMbl, ¢ KOTOpPOii OHM cTalkuBawTcs. Bo3MoxkHOCTH ObICTPO
00paldaTpIBaTh M MaHHMIYJMPOBATH [JAHHBLIMHM OTKPLIBAeT MHOKECTBO BO3MOJKHOCTeil A HMHHOBANUH M
nporpecca. "BoJbine 1aHHble" - TEPMUH, KOTOPBIA IIMPOKO 00CYKIA€TCSI, HO YTO HA CAMOM Jiejie 03HAYAET ITOT
TepmuH? Kak oH mepeocMbIc/HBaeT NEePCNEKTHBLI B Pa3IHYHBIX 00/1acTSX, OT HAYYHBIX HCCIeJOBAHUH 10
onepauMii KOMIIAHMNA, HEKOMMePYeCKMX OPraHu3auMii, IPaBUTEJbCTB M APYIrUX yupe:xaenuii? OTkyna 6epyrces
3TH JaHHbIe, KAK OHH 00pPadaTBLIBAIOTCH, M KAaK Pe3yJbTaThl COXPAHSIOTCH M MCIOJB3YIOTCH ISl OyXyLIUX
HauuHaHuii? U moyemMy OTKpbIThIE TEXHOJOTHU TAK BAXKHbI VI pPelleHMs 3TUX BONPocoB? B 310 cTtaTbe MbI
co0upaeMcsi 0OTBETHTh HAa BCe 3TH BONIPOCHI, YTOObI IPOSICHUTH, YTO HA CAMOM JeJie 03HAYAIOT "'0oJiblIue JaHHbIe"
U KaK OHHU BJHUSIIOT Ha HAIIY MOBCEJHEBHYIO *KH3Hb. JKkocucTeMa Hadoop BhicTynmaeTr BeIymMM pellleHHeM ISt
00padoTKH M aHAJIU3a OTPOMHBIX 00beMOB AaHHbIX. OHa BK/IOYAET B ce0st HA00OP HHCTPYMEHTOB € OTKPBITHIM
HCXO/IHBIM KO/0M, Pa3pa0OTAHHBIX AJIs pellleHHsl OCHOBHBIX Mpo0;eM (0J1bIINX JaHHBIX: 00beMa, CKOPOCTH U
pa3HoooOpa3us. B ocnoBe Hadoop Jiexxut pacnpenesieHHasi cucTeMa 00padoTKU TaHHBIX, H3BecTHasi kak Apache
MapReduce, koTopasi pa3ouBaeT BbIYHCJIAUTENbHbIE 3aJa4d Ha (a3bl O0TOOPa:KeHUs U CBeJAeHHsA, 00Jerdas
napajjieJibHyl0 00pa0oTKy Ha HeCKOJBbKHMX Yy3JaX KjacTrepa. JTOT pacnpele]eHHbINH MOAX0J CYLIeCTBEHHO
NMOBBILIAET NPOU3BOAUTEIBHOCTh AHAIN32 0OJIbIINX JAHHBIX 32 cYeT UCIO0JIb30BAHNS MOIIHOCTH NMAapaJliieJl bHbIX
BbluMciaeHnii. TeM He MeHee, HECMOTPSl Ha CBOM NMpeHMYyIllecTBa, 3xkocucTeMa Hadoop Takike crankuBaercs ¢
onpeeJeHHbIMH NPodeMaMHu.

KitroueBsie cioBa: 6osbinue nandbie, Hadoop, HDFS, MapReduce, Dxocuctema Hadoop, NameNode, DataNode, YARN.

OVERVIEW OF THE HADOOP ECOSYSTEM IN BIG DATA

Talip A.K.
KAZAKH-BRITISH TECHNICAL UNIVERSITY, Almaty, Kazakhstan (50000, Kazakhstan, Almaty,
st. Tole bi 59), e-mail: talipaltynai00@gmail.com

Data has always been a crucial element of society, exponentially growing over centuries and presenting challenges
to every system it encounters. The ability to rapidly process and manipulate data opens up numerous opportunities
for innovation and progress. "'Big data" is a term widely discussed, but what does it actually mean? How does it
reshape perspectives in various fields, from scientific research to corporate operations, non-profit organizations,
governments, and other institutions? Where do these data come from, how are they processed, and how are the
results stored and utilized for future endeavors? And why are open technologies so important in addressing these
guestions? In this article, we aim to answer all these questions to clarify what *'big data' really means and how
they affect our everyday lives. The Hadoop ecosystem emerges as a leading solution for processing and analyzing
vast volumes of data. It encompasses a set of open-source tools designed to address the fundamental challenges of
big data: volume, velocity, and variety. At the core of Hadoop lies a distributed data processing system known as
Apache MapReduce, which breaks down computational tasks into mapping and reducing phases, facilitating
parallel processing across multiple nodes in a cluster. This distributed approach significantly enhances the
performance of big data analytics by leveraging the power of parallel computing. However, despite its advantages,
the Hadoop ecosystem also faces certain challenges.

Keywords: Big Data, Hadoop, HDFS (Hadoop Distributed File System), MapReduce, Hadoop Ecosystem, NameNode,
DataNode, YARN.
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Introduction

In the realm of modern technology, where data has be- come the lifeblood of innovation and
progress, the Hadoop ecosystem stands as a titan among frameworks, offering a comprehensive
solution to the challenges posed by Big Data. As organizations grapple with the ever-increasing
volumes, varieties, and velocities of data, Hadoop emerges as a beacon of hope, providing a robust
infrastructure for storage, processing, and analysis on an unprecedented scale. The Hadoop
ecosystem, with its diverse array of tools and components, represents a paradigm shift in how we
approach data management and analytics. From the foundational Hadoop Distributed File System
(HDFS) to the versatile processing capabilities of MapReduce and beyond, each component plays a
vital role in harnessing the power of Big Data.

Normally [1] the data size is like MB, GB for example considering a video which a few GB
may 1GB, 2 GB or 5Gb or it can be some GB. An audio file which is 1000 x 1000 x 1000 terabyte,
So in social media everyone shares picture, posts, audio file, video file etc. so it is certainly a large
amount of data so this is what a big data is. Examples [2] of big data usage are almost as varied as
the data itself. Some prominent examples you’re proba- bly already familiar with include: social
media networks analyzing their members’ data to learn more about them and connect them with
content and advertising relevant to their interests, or search engines looking at the relationship
between queries and results to give better answers to users’ questions.

The internet continues to expand as users find new ways to access information. With the advent
of social media, individuals increasingly depend on the internet to fulfill their daily data requirements.
In 2020, users generated a staggering 64.2 zettabytes (ZB) of data, surpassing the total number of
observable stars in the universe. Pro- jections indicate that data creation will escalate further, reaching
an estimated 147 ZB by the conclusion of 2024. In this paper, we embark on a journey through the
Hadoop ecosystem, exploring its key components, functionalities, and real-world applications. From
understanding the core principles behind Hadoop’s design to unraveling the in- tricacies of its
various modules, our aim is to provide a comprehensive overview that equips readers with the
knowledge needed to navigate the complexities of Big Data with confidence and proficiency. Join
us as we delve into the heart of the Hadoop ecosystem and uncover the transformative potential it
holds for the future of data- driven decision-making.

Hadoop Ecosystem

The Hadoop ecosystem is a cohesive assembly of open- source software tools, frameworks, and
libraries metic- ulously crafted to synergize with Apache Hadoop, an adept framework for
distributed storage and processing. This comprehensive ecosystem not only supplements the
fundamental capabilities of Hadoop but also furnishes an array of solutions tailored for managing,
processing, and analyzing data on a grand scale. Below will be several of the most 4 popular
components.
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Figure 1 — Hadoop Ecosystem

Big Data

So, what exactly is “Big data”. Put in simple words, it is both structured and unstructured.
Generally, it is so gigantic that is provides a challenge to process using conventional database and
software techniques. [3]

In the realm of Big Data, there are typically two main lay- ers of data: Data Storage Layer: The
Data Storage Layer is where enormous amounts of data are kept. It’s like a giant warehouse where
data is stored across multiple locations, such as Hadoop Distributed File System (HDFS), Amazon
S3, Google Cloud Storage, and similar platforms. This layer ensures that the data is stored securely
and can be easily accessed for further analysis and processing.

Normally the data size is like MB, GB for example considering a video which a few GB may
1GB, 2 GB or 5Gb or it can be some GB. An audio file which is 1000 x 1000 x 1000 terabyte, So in
social media everyone shares picture, posts, audio file, video file etc. so it is certainly a large amount
of data so this is what a big data is. [4] Data Processing Layer: At this stage, data undergoes analysis,
processing, and transformation using different tools like Apache Spark, Apache Hadoop MapReduce,
Apache Flink, and similar technologies. This is where valuable insights are extracted from vast
amounts of data, and various tasks like combining data, selecting specific data, changing its form,
and even teaching computers to learn patterns (machine learning) are carried out.

Hadoop Distributed File System

Hadoop DistributedFile System (HDFS) splits the large data files into parts which are managed
by different ma- chines in the cluster. Each part is replicated across many machines in a cluster, so
that if there is a single machine failure it does not result in data being unavailable. [5] Every 3 seconds,
a Datanode sends a signal called a Heartbeat to the Namenode to signal its status as alive. If no
Heartbeat is received for a duration of 10 minutes, a ’Heartbeat Lost’ condition occurs, and the
respective DataNode is considered to be inactive or unavailable.

MapReduce

One of the best-known methods for turning raw data into useful information is what is known
as MapReduce. MapReduce is a method for taking a large data set and
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Figure 2 — Hadoop in System Design

performing computations on it across multiple computers, in parallel. It serves as a model for
how to program and is often used to refer to the actual implementation of this model. [2] MapReduce
is programming model or a software framework used in Apache Hadoop. Hadoop MapReduce is
provided for writing applications which process and analyze large data sets in parallel on large
multinode clusters of commodity hardware in a scalable, reliable and fault tolerant manner. Data
analysis and processing uses two different steps namely, Map phase and Reduce phas [6]

MapReduce

Spam Egg Ham
Epg Egg Cheese
Spam Ham Cheess |

Figure 3 — MapReduce scheme

The input data is initially divided into smaller chunks. These chunks are then processed
concurrently by map tasks. After processing, the data chunks are sorted and labeled with occurrence
numbers. During the reduce task, aggregation occurs, and the final output is generated. [6]

Yet Another Resource Negotiator (YARN)

YARN?’s basic idea is to split up the two major func- tionalities of the JobTracker, resource
management and job scheduling into separate daemons. The idea is to have a global
ResourceManager and per- application Appli- cationMaster. The ResourceManager arbitrates
resources among all the applications in the system and it has two components: Scheduler and
Applications Manager. [7] The sequence of steps is as follows:

After clients submit MapReduce jobs, they are for- warded to the Resource Manager.
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The Resource Manager handles resource allocation and management. It assigns a Container,
containing physical resources like CPU and RAM, to initiate the Application Manager.
The Application Manager registers with the Resource

YARN
Node
Client Manager
Iconta‘in_er' I |App Manager|
Client
]  Resource

Client
Node
Manager
Client Container | App Manager |

Figure 4 — The workflow of YARN

Manager and requests containers from the Node Manager, which oversees nodes and monitors
resource usage.

The Container executes the application code.

Upon completion of processing, the Application Man- ager deregisters from the Resource
Manager.

YARN is a core Hadoop service that supports two major services: —Global resource
management (ResourceMan- ager) —Per-application management (ApplicationMaster). It offers
advantages such as optimized resource utiliza- tion, high scalability, support for various programming
languages beyond Java, innovative programming models and services, and flexibility. [8]

Future works and Discussion

Future works and ongoing discussions surrounding the target architecture of the Hadoop
ecosystem for solving problems in the big data paradigm are centered on addressing emerging
challenges and exploring new oppor- tunities. Here are some areas of focus for future work and
discussion:

Scaling and Performance Optimization: As big data continues to grow exponentially, efforts
are being made to enhance the scalability and performance of the Hadoop ecosystem. This includes
optimizing resource manage- ment, reducing data transfer overhead, and exploring new parallel
processing techniques.

Real-time and Stream Processing: The demand for real-time analytics and stream processing
has increased significantly. Future work is geared towards integrating real-time processing
capabilities into the Hadoop ecosys- tem. Technologies like Apache Kafka and Apache Storm are
being explored to enable efficient and low-latency stream processing.
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Data Privacy and Security: With the increasing con- cerns surrounding data privacy and
security, there is ongoing research and discussion on enhancing the security features of the Hadoop
ecosystem. This includes strength- ening authentication mechanisms, encryption techniques, access
control, and auditing capabilities. Additionally, efforts are being made to integrate privacy-preserving
techniques into data processing frameworks to protect sensitive data while enabling meaningful
analysis.

Advanced Analytics and Machine Learning: The inte- gration of advanced analytics and
machine learning capa- bilities within the Hadoop ecosystem is an area of active exploration.
Researchers and practitioners are working on integrating popular machine learning frameworks (e.g.,
TensorFlow, PyTorch) and developing scalable algorithms that can take advantage of the distributed
computing capabilities of Hadoop.

Data Governance and Compliance: Future work is focusing on improving data governance
capabilities within the Hadoop ecosystem. This involves establishing better metadata management,
data lineage, and data quality mechanisms. Additionally, efforts are being made to en- sure
compliance with data protection regulations (e.g., GDPR, CCPA) and developing tools that facilitate
regu- latory compliance in big data environments.

Integration with Cloud and Hybrid Environments: In- tegration of the Hadoop ecosystem with
cloud and hybrid environments is gaining prominence. Discussions revolve around leveraging cloud-
native services, containerization (e.g., Docker, Kubernetes), and serverless computing (e.g., AWS
Lambda, Azure Functions) to enhance the deploy- ment, scalability, and flexibility of Hadoop in
cloud and hybrid infrastructures.

Simplification of Development and Management: Fu- ture work aims to simplify the
development and manage- ment of Hadoop applications. This includes developing higher-level
abstractions, improving tooling support, and streamlining the development lifecycle. Initiatives such
as Apache Ambari and Cloudera Manager focus on providing user-friendly interfaces for managing
Hadoop clusters, monitoring performance, and optimizing resource utiliza- tion.

Through ongoing research, experimentation, and dis- cussions in these areas, the target
architecture of the Hadoop ecosystem will continue to evolve, enabling or- ganizations to effectively
tackle the challenges of the big data paradigm and extract actionable insights from their data assets.

Conclusion

The Hadoop ecosystem’s architecture is designed to handle the challenges of big data. It
provides a scalable and distributed framework for efficient processing, storage, and analysis of large
amounts of data.

The key components of the Hadoop ecosystem are the Hadoop Distributed File System (HDFS)
and MapReduce. HDFS allows data to be stored across multiple nodes, ensuring high availability and
reliability. MapReduce en- ables parallel and distributed processing of data, making it suitable for
large-scale workloads.

The ecosystem also includes tools like Apache Hive and Apache Spark, which extend its
capabilities for querying, analysis, and machine learning tasks.

The target architecture of the Hadoop ecosystem is flexible and extensible, allowing integration
with other tools and technologies. This flexibility enables organiza- tions to customize solutions and
leverage a wide range of applications and libraries within the ecosystem.
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In summary, the Hadoop ecosystem’s architecture pro- vides scalability, fault tolerance, and

distributed process- ing capabilities to handle big data challenges. It empowers organizations to
extract insights and value from their data assets effectively.
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