Bopo6ses B.B., Poza M.II. HTenneKTya bHbIi aHaIN3 MPOIECCOB U aBTOMAaTHUECKas
IpyNIHPOBKA HA OCHOBE INIOTHOCTH ISl pACIIMPEHHOI0 aHaIu3a OU3HEC-TPOLIECCOB: KPaTKHUH
0030p // MexxayHapOAHbIH )KypHal HH()OPMALMOHHBIX TEXHOJIOTHH U 3HEpro3hdekTHBHOCTH. —

2024. —
T. 9 Ne 1(39) c. 39-43

MesxayHapOoaHbIH )KypHAT HHOOPMAIIMOHHBIX TEXHOIOTHH 1
9HEProdPPeKTHBHOCTH
Caiit )xypHana:

http://www.openaccessscience.ru/index.php/ijcse/

VJIK 004.89

UHTEJUIEKTYAJIbHBIA AHAJIA3 ITIPOIIECCOB U ABTOMATHYECKAS
I'PYIIIIMPOBKA HA OCHOBE INIOTHOCTH JJIAA PACIHUPEHHOTI'O AHAJIM3A
BU3HEC-TIPOIIECCOB: KPATKHI OB30P

'Bopoones B.B., Poza M.II.

®I'50Y  BO "CHBUPCKHH T'OCYHAPCTBEHHBIH VHUBEPCUTET HAYKH U
TEXHOJIOTHUH HMEHU AKAJEMHKA M.®. PELIETHEBA", Kpachospck, Poccus
(660037,20po0 Kpacrnospck, np-km  HUm.Iazemor  "Kpacnospckuii Pabouun”, o. 31), e-mail:
wlad1997@mail.ru

Ileabio wucciieloBaHUS  fABJSIETCH  NpPeAOCTaBJIeHHe BCeCTOPOHHEro 0030pa COBPeMEHHBIX MeTO/I0B
aBTOMATHYeCKOil IPYNNHPOBKH HA OCHOBE IVIOTHOCTH NMPH HHTE/UIEKTYaJbHOM aHAJU3e HeOOIBIIMX JAHHBIX,
noapyepkuBasi BjausHue Oosiee I(PPeKTUBHBIX AJTOPUTMOB Ha 3TH MeToAbl. OCHOBHAs Wejb — ONpeNeJUTh
ONTHMAJBHbIE AJTOPUTMbI JUIsl PAa3IHYHBIX METOJ0B ABTOMATHYECKON IPYNIMHPOBKH HA OCHOBe IUIOTHOCTH,
CHenuajbHO aANTHPOBAHHBIE NI KOHKPETHBIX NMPWJIOKeHWil. B Xome o0cy:kaeHHsi B TeKCTe OCBELIAIOTCS
BOIPOCHI AJTOPUTMHYECKOH TOYHOCTH, YCTOHYNBOCTH K IIYMY M YMeHHUs 00padaThIBaTh BLIOPOCHI B KOHTEKCTE
MEeTO/I0B ABTOMATHYeCKOI rPyNNUPOBKH HA OCHOBE MJIOTHOCTH.

KiroueBnie cioBa: MGTOI[BI aBTOMAaTHYCCKOM TPYHIIMPOBKM Ha OCHOBE IIJIOTHOCTH, I/IHTCHJIGKTyaJILHbIﬁ aHaJIu3
mpoHeccoB, METO/Jbl KJIIACTCpU3allMH, AHAIN3 6I/ISH€C'HPOHCCCOB, MNPOCTPAHCTBEHHA KJIACTEPpU3ALIUA HpPIJ'IO)KeHI/Iﬁ C
ITyMOM Ha OCHOBE IIJIOTHOCTH.
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Study aims to offer a comprehensive review of state-of-the-art automatic grouping methods based on density in
small data mining, emphasizing the influence of more efficient algorithms on these techniques. The primary
objective is to identify optimal algorithms for various automatic grouping methods based on density, specifically
tailored to distinct applications. Through the discussion, the text highlights insights into algorithmic accuracy,
robustness to noise, and proficiency in handling outliers within the context of automatic grouping methods based
on density.

Keywords: Density-based automatic grouping methods, process mining, clustering methods, business process
analysis, HDBSCAN.

Today, many software companies are actively collecting and analyzing data on user command
usage in their applications. This provides the potential to extract valuable information about users'
workflows and improve the efficiency of the software application. This article provides an overview
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of the possibilities of using clustering methods and process detection algorithms to analyze user
workflows. The evaluation was carried out based on quantitative and qualitative parameters such as
suitability, simplicity, interpretability and usefulness of the process models. Advances in density-
based automatic grouping techniques have made it possible for organizations to efficiently collect
and store data in much larger volumes than in the past. This shift has left many companies faced with
massive amounts of unstructured data waiting to be processed and analyzed [1]. The benefits of
successfully using data in the context of automatic grouping and process mining techniques are
significant and can be applied to a variety of business areas. It is for this reason that many
organizations are seeking to become more data-driven when making strategic business decisions.

One of the key sources of data typically obtained from applications is event logs, which record
sequential user actions such as clicks and commands within the system. Applying automatic density-
based clustering and process mining techniques to this data can reveal structures, patterns, and
anomalies in users' workflows. The results of analyzing command usage data in event logs can shed
light on patterns and trends in user behavior, providing a deeper understanding of their typical
workflows.

Manually modeling workflows is often a labor-intensive and subjective process, and the
models produced this way may differ from actual processes. By using density-based automatic
grouping techniques, process mining becomes a powerful tool for automating the workflow modeling
process of process mining. These methods open up new opportunities for effective analysis and
optimization of business processes in conditions of large volumes of data, and help improve the
efficiency of organizations in various fields of activity.

Scientific discourse surrounding the application of clustering methods and process detection
algorithms in user workflow analysis has seen a proliferation of research endeavors, each contributing
a nuanced layer to the understanding of these intricate processes.

Moreover, the application of clustering techniques in user workflow analysis is gaining
momentum due to studies that explore the intricacies of identifying user behavior patterns [2]. The
research employs a combination of clustering algorithms and process mining techniques to uncover
hidden structures within event logs. The findings elucidate the potential of these methods to discern
meaningful patterns, offering valuable insights into user interactions and aiding in the optimization
of software applications.

In the domain of workflow modeling automation, density-based automatic grouping
techniques have been subject to rigorous examination. Some work integrates the transformative
potential of these methods into optimizing the analysis process, especially when compared to manual
methodologies [3]. The research presents empirical evidence showcasing not only the accuracy of the
automated models but also the substantial time savings achieved, affirming the practical viability of
density-based clustering in expediting workflow modeling.

In the realm of automatic grouping techniques, the advances in density-based clustering
algorithms have been a focal point of investigation. Some studies examine the effectiveness of these
algorithms when processing large amounts of data [4]. The study reveals that density-based
approaches, particularly DBSCAN, exhibit superior performance in scalability compared to other
clustering methods. This empirical evidence aligns with the practical challenges faced by
organizations dealing with massive datasets, reaffirming the relevance of density-based clustering
techniques in real-world scenarios.
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Since many separation methods are based on measuring the distance between objects, they are
limited to finding clusters that have a spherical shape and have difficulty identifying clusters of
arbitrary shapes. In contrast, density-based approaches focus on identifying areas with high density
of objects and adding new objects to the cluster if the density in the specified area exceeds a specified
threshold. Density can be defined, for example, as the number of other objects within a certain radius
of a given object. Commonly used density-based algorithms include DBSCAN, OPTICS, and
DENCLUE.

In the context of process mining, where the focus is on the analysis and modeling of business
processes, similar techniques can be applied to highlight structural features in process trace data,
allowing the discovery and description of various patterns and relationships between process events.

In the literature there are methods aimed at processing data representing business processes.
In the context of process mining, these methods are applied in two key directions: first, using
clustering methods; secondly, through business process analysis. Clustering, as an important stage in
analysis, allows you to divide an extensive business process into more detailed components. One of
the main clustering methods for traces in this context is HDBSCAN (Hierarchical Density-Based
Spatial Clustering of Applications with Noise), which is based on the agglomerative clustering
principle [5]. What's unique is that, rather than defining a predetermined number of clusters to divide
the data into, the algorithm starts by assigning each data point its own cluster. Then, at each iteration,
clusters are merged according to certain criteria, such as the distance between data points. Over the
course of iterations, the algorithm keeps track of the current clusters and corresponding data points
until all clusters merge into one overall cluster. The result is a clustering tree with one cluster at the
top, created in the last iteration, and a cluster for each data point at the bottom, created at the first
iteration. Intermediate levels represent clusters formed after each iteration of the algorithm. Such
clustering methods provide the ability to group traces or clusters of similar sequences of actions. This
stage of data preprocessing provides the basis for subsequent modeling of each cluster separately.

This approach allows you to create individual process models for each cluster, treating it as a
separate set of event logs. In the context of clustering methods based on agglomerative approaches,
such as HDBSCAN, the selection of a cut point in the clustering tree is based on various criteria, such
as the number of clusters or the minimum distance between clusters. HDBSCAN is an improvement
on the predecessor DBSCAN method, which also uses a density-based agglomerative method.
However, HDBSCAN differs in that the selection of the cut point in the clustering tree is done at
various locations rather than at a fixed level. This allows more data points to be included in clusters
and noise detected at lower levels of the tree to be more effectively discarded.

Such hierarchical clustering methods furnish the ability to group traces or clusters exhibiting
similar sequences of actions, unraveling hidden patterns within the labyrinth of business processes.
This critical stage of data preprocessing lays the foundation for subsequent endeavors, providing a
structured framework for modeling each cluster individually. One novel feature of this method is the
separation of distinct process models for every cluster, handling them as separate sets of event logs.
This granularity makes it possible to explore various behaviors that are contained inside each cluster
in a nuanced manner, which facilitates a more focused and perceptive investigation of the underlying
processes.

Due to its complex hierarchical and adaptive clustering methodology, HDBSCAN is a
powerful tool for process mining and data analysis. The dynamic nature of its algorithmic journey,
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coupled with the ability to finely tune clustering outcomes, amplifies its efficacy in unraveling the
complexities embedded in business processes, ultimately paving the way for more informed decision-
making and operational optimization.

The scientific discourse surrounding density-based algorithms extends to their application in
business process analysis. A comprehensive review of the work of previous researchers nuances the
application of clustering methods to trace trace data, highlighting the role of density-based algorithms
in identifying hidden structural features [6]. The study contributes a comprehensive overview of the
landscape, providing a foundation for subsequent research endeavors in the evolving field of business
process analysis.

As organizations increasingly recognize the transformative potential of becoming more data-
driven, the scientific underpinnings of clustering methods and process detection algorithms become
paramount. The empirical findings gleaned from diverse research studies underscore the versatility,
scalability, and practical efficacy of these methods in unraveling the complexities of user workflows.
By leveraging the collective insights of these scientific inquiries, businesses can navigate the evolving
terrain of data analytics with a nuanced understanding of the tools that drive innovation and
efficiency.

In summary, the complex subject of user workflow analysis, supported by process detection
algorithms and clustering techniques, is characterized by a wide range of research interests. Time-
series analysis is a critical component of clustering techniques, and studies show that comprehending
user processes requires an awareness of temporal dynamics. The usefulness of these analyses is
demonstrated by real-world applications, especially when it comes to optimizing software interfaces
depending on user behavior.

Collectively, these diverse research directions contribute to a comprehensive and evolving
understanding of user workflow analysis. The integration of various perspectives, from ensemble
techniques to ethical considerations, enriches the scholarly discourse and sets the stage for continued
advancements in the field.
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