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Modern Russian researchers present the tasks of automatic grouping in the form of integer linear
programming problems. Currently, there are a huge number of different effective methods for solving
optimization problems. But it happens that difficulties arise during the solution of large tasks of automatic
grouping, taking into account the fact that there is an instantaneous increase in the volume of data that is
collected and processed in automated systems. Clustering, based on the established similarity relation of
elements, establishes subsets (clusters) into which the input data is grouped. One of the simplest and most
effective are methods and models based on minimizing the total distances between objects of the same group
(cluster) or between cluster objects and its center.

Automatic grouping methods are used in many branches of science, including actively used in data
mining systems [1]. Due to the use of models of optimal placement and automatic grouping of objects, the
requirements for economic efficiency are increased. Automatic grouping methods can group objects by
constructing models of the relationship of objects in a continuous space of characteristics. Such methods have
the opportunity to be applicable with sufficiently large amounts of data. At the same time, tasks should be
solved interactively with a limited working time with a large amount of input data.
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The solution to the problem of automatic grouping is reduced to the development of a simple algorithm
or an automated system as a whole that will be able to detect natural groupings in the data. There are two main
types of methods in data analysis [5, 6]: research or descriptive, in which the researcher does not use predefined
models or hypotheses, but tries to identify common characteristic properties of multidimensional data.

In the process of developing the direction of data analysis, many statistical methods have appeared:
linear regression, discriminant analysis, variance analysis, multidimensional scaling, correlation analysis,
factor analysis, cluster analysis [3, 4]. For pattern recognition tasks, the purpose of data analysis is to build a
predictive model. Tasks in this formulation are also called learning. Learning tasks are divided into two classes:
learning with a teacher (classification) — there is a training sample with data for which membership in a
particular class is determined in advance; learning without a teacher is clustering in the complete absence of
information about the affiliation of even a part of the data to a specific group.

The tasks of automatic grouping can be attributed to any of these classes: in both cases, the task of
dividing a set of objects into homogeneous groups with similar characteristics should be solved. It should be
noted that clustering is a more complex task.

The analysis and classification of the approaches proposed for solving the problems of automatic
grouping of objects and data and cluster analysis is a difficult task due to their extreme diversity. Various
approaches can use all kinds of similarity measures, various objective functions (minimizing the total distance
between objects, minimizing the total distance to cluster centers, minimizing maximum distances in a
cluster...). Groups can be defined as areas of high density in the space of features (characteristics) separated
by areas of low density. And the algorithms themselves, based on this definition, are searching for connected
high-density regions in the feature space, while different algorithms use different definitions of connectivity.

Algorithms using density reconstruction methods depend on the selected scale at which distances are
measured, on the number of points falling into each other's neighborhood sufficient to determine such a cluster
of points as a group, and on the maximum distance by which points in the group should be removed. The
choice of the listed parameters is a difficult task, its solution determines the accuracy of the method and the
adequacy of the automatic grouping model.

For example, such important tasks as image segmentation (in computer vision) are reduced to automatic
grouping; grouping documents for their effective search, quick access and efficient use of memory during
storage; splitting enterprise customers into groups in CRM systems for organizing effective marketing
activities; tasks from the field of biology; tasks of recognizing printed and handwritten text.

Automatic grouping may also be required for natural classification (for example, organisms in living
nature or inanimate objects), when structuring data, highlighting anomalies in data (identifying low-quality
products in the production process), for data compression by replacing identical or very similar data objects
with a single object that is their generalized (averaged) representation.

The idea of the work is to study the effectiveness of automatic grouping methods based on density for
solving problems. The aim of the work is to assess the quality, accuracy and stability of the results when
solving problems of automatic grouping and placement of several clustering algorithms when working with a
large amount of input data.

To achieve this goal, it is necessary to perform the following tasks:

e To study the necessary literature on automatic grouping methods based on density, as well as on

ways to assess the quality of clustering methods;

o Explore different assessment approaches;

e Study the problem statement;

o Develop an algorithm for the automatic grouping method based on density;

e To analyze the operation of algorithms on a test and real data set;

e Evaluate clustering algorithms on data sets;

e Analyze the obtained results of the selected algorithms;

e Draw conclusions about the work done.
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The practical value of methods for solving problems of automatic grouping and placement problems is
due to the wide range of their application both in cluster analysis or automatic grouping of data, and directly
in practical problems of grouping physical objects or optimal placement in space.

For continuous placement tasks, algorithms have been developed to use simple and understandable
metrics and distance measures. The arsenal of models used and the construction of universal methods for
solving problems with various distance measures needs to be expanded. Among other things, there is an urgent
need to improve methods for solving grouping problems with a large amount of input data.

Methods for solving automatic grouping problems can be divided into two large classes. The first class
consists of methods that give a fairly accurate result, but at the same time require significant computational
costs, and they are also applicable only for grouping a relatively small number of objects. The second class is
specific methods that are aimed at quickly solving problems with a very large amount of data. These methods,
in turn, often give a very inaccurate solution to the problem [2]. In addition — in some cases this is their most
significant drawback - these methods give an unstable result, which strongly depends on the values of random
variables, on the order of the data, and others.

It is important that when solving automatic grouping tasks, a method is used that meets the following
criteria:

1. Solving problems in an acceptable time, allowing the construction of interactive automated
systems for solving such problems.

2. The method should allow solving problems of automatic grouping of a large amount of data.

3. The method should allow solving problems using various grouping models based on the search
for group centers.

4, For continuous tasks of automatic grouping, the method should be applicable with various
metrics and distance measures that can be applied in practical tasks from various fields of knowledge.

5. The method should be combined with other local search methods used for specific tasks, as
well as provide an opportunity to use various global search strategies.

6. The method should give stable results with multiple runs, while the accuracy of the results
should not be inferior to other known methods with comparable counting time.

7. In addition to the fact that the method will solve problems of automatic grouping with a pre-
known number of groups, so it still has to either give an estimate of the number of groups, or solve a series of
problems with a different number of groups at once.
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