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B craTbe paccMaTpuBaercss MeTOJ NPOTHO3MPOBAHMA 00BEMHOr0 pacxoaa HedTH ¢ MCHOJIb30BAHHEM METOHOB
MAaIIHHHOTI O 06yqemm. AKTyaJ’leOCTb HCCJICA0OBAHUSA 06yc.1101meHa HOTpeﬁHOCTLlO B TOYHOM H 6I>ICTp0M
NpeacKa3aHuu pacxoAa HedpTH mno mnapamerpamM J3kciiyatanuu. IlpeasokeH mnoaXxoA, HCHOJb3YHOIIUM
rpaJjMeHTHbIil OYCTMHI pellaloIMX /JAepeBbeB ¢ MHKEHEPHbIMM M CTATHCTUYECKHMH MeTOJaMM YJy4lUIeHHs
KayeCcTBa MOJ€CJ/IH. OIIeHKa nmpoBoaujgacb ¢ NMPpUMEHEHHEM KPOCC-BaJIUAalUuH. MeTpmcoii KadyecTBa CJIOy:KUJIa
cpeHsis a0COIOTHASL IO PELIHOCTb.

Kirouesle cioBa: MammHHOe 00ydeHne, rpaueHTHbIH OyCTHHT, 00BEMHBIN pacxon He(TH, TPOTHO3UPOBAHHUE, KPOCC-
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FORECASTING VOLUMETRIC OIL FLOW USING A GRADIENT BOOSTING MODEL
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region, Perm, Komsomolskiy pr-kt, 29), e-mail: 'rehino@permlink.ru

The work considers a method for forecasting the volumetric flow rate of oil based on machine learning techniques.
The relevance of the study is driven by the need for accurate and rapid prediction of oil flow using operational
parameters. An approach utilizing gradient boosting decision trees is proposed, complemented by engineering and
statistical methods to improve model quality. The model was evaluated using cross-validation with mean absolute
error as the quality metric.

Keywords: Machine learning, gradient boosting, oil volumetric flow, forecasting, cross-validation, regression model,
calibration.

TouHoe mporHozupoBaHue 0OBEMHOrO pacxoia He(TH MO HapaMeTpaMm TEXHOJIOTMYECKOIO
rpolecca Mo3BoJsieT ONTUMU3UPOBATh PEKUMBI pabOThl CKBa)KWH, MJIAHUPOBATh 00BEM J00BIYH U
IIPEIOTBPALATh ABAPUIHBIE CUTYaLlUN.

B nacrosmiee BpeMsi JUIsl OLIEHKH pacxoja He(QTH IIUPOKO NPUMEHSIOTCS aHAIUTUYECKHUE
(bopMyIIBl M YMCIICHHbBIE THAPOAMHaMUYecKue Moaenu [1].

K xnaccuueckuM mNOAXOAaM OTHOCSTCS pPAcuéTbl HAa OCHOBE 3aKOHOB THIPABIMKH U
SMIUpPUYECKUE KOPPENISIIMY, OCHOBaHHBIE Ha 3aKoHE Jlapcu 1 Apyrux pu3ndeckux npuHIumax [2].

OpHako Takue MeToAbl TPeOYIOT TIIATEIbHOI0 Moa00pa KO3 UIMEHTOB MO/l KOHKPETHHIE
YCIIOBUSL M MOTYT JaBaTh CYIIECTBEHHbIE IOTPEIIHOCTH IPH H3MEHEHUU PEXUMOB pabOThI
o0opynoBanusi. Kpome TOro, BBICOKOTOUHBIE YHUCJIEHHbIE MOJENH, HalpUMep, CUCTEMbI
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i QepeHIMaNbHbIX ypaBHEHHH, pellaeMble METOJOM KOHEYHBIX 3JEMEHTOB WM 00BEMOB
3aTpaTHBI 10 BPEMEHH, ¥ TPEOYIOT OJTHOT0 Habopa BXOJHBIX TaHHBIX, KOTOPBIE HE BCET1a JOCTYITHBI

[3].

Jlis mpeojosieHHus yKa3aHHbIX OrPaHMYEHUI OBLJIO IPUHATO pELICHHE BOCHOJIb30BaThCA
METOAAMU MAIIMHHOTO O0YYEHHUS.

MamuHHOoe 00y4YeHHe MO3BOJSET CTPOUTh MOJENN HAIPSAMYIO 110 3KCIEPUMEHTAIbHBIM WIIH
MIPOU3BOJICTBEHHBIM JIaHHBIM, MHUHYSI HEOOXOIMMOCTh SIBHOTO 33JaHus (U3NKO-MAaTEeMaTHYeCKOU
MOJIETH MpoIiecca.

ANropuTMBI aHCaMOJIEBOTO 00YUYEeHHUS, TAKUE KaK TPaIUCHTHBIN OyCTUHT IepPEBbEB pPEIICHU,
3apeKOMEeHI0BaNIN ce0s Kak APPEKTUBHBIN HHCTPYMEHT MPOTHO3UPOBAHUS [4].

B ominyMe OT M3BECTHBIX MOJIXOAOB, IJI€ NIPUMEHSIOTCS JIMOO yNpOUIEHHBIE SMIMPUYECKHE
dbopmysbl, TMO0 yHUBEpcalbHbIE MOJEIU OOLIEro Ha3HadeHus, B paboTe JenaeTrcs akUEHT Ha
KOMOHMHHUPOBAaHUU MOIIIHOTO aJIrOpUTMa OyCTHUHIA CO CHELHaJbHBIMU METOJaMU IpeaoOpaboTKu u
KaJMOpPOBKM, YYMTBHIBAIOIIUMH OCOOEHHOCTH JaHHBIX (HampuMmep, pasIuyus B JAMaMeTpax
obopyioBaHus).

HccnenoBanue BKIOYAET B ceOsl:

e cOOp M MOATOTOBKY JAaHHBIX U3MEPEHUI pacxoa HehTH U MApaMETPOB MPOLECCa;

e gpocrpoenne Moxenu  HistGradientBoostingRegressor ¢ onTMMH3MPOBaHHBIMU

napameTpamy;

e BHEApPEHHE  JOrapu(pMHUECKOro  IpeoOpa3oBaHMs  LEJIEBOM  NEepeMEeHHOW U

MaciTaOupoBaHUs IPU3HAKOB;

®  BBEJCHUE JONOJIHUTEIbHBIX PU3HAKOB JUIs yu€Ta TUHAMUKH;

®  OLEHKY TOYHOCTH MOJIEJIM METOJIOM KpOCC-BaJluaINH;

® aHaJNM3 BJIMAHUA KaXJOr0 W3 OCHOBHBIX (AaKTOpPOB Ha pe3yslbTaT M CpPaBHEHUE C

CYILIECTBYIOIIUMH MOAXOJaMHU.

Jlns  ucciieioBaHUsl UCMOJNb30BaHBl JIaHHBIE 3aMepoB OO0OBEMHOTO pacxofa HEPTH WU
COITyTCTBYIOIIUX MapaMeTpoB Ipolecca, MOJYyYEHHbIX Ha CEPTHU(GULIMPOBAHHOM M IOBEPEHHOM
pacxoznomepe tuna «Kopuonucy n AByx cepTU(UIUPOBAHHBIX U OBEPEHHBIX JaTUUKaX JaBICHUS.

HaGop manHbIX nmsi oOydeHHMs MOJenMu BKIOYaeT ~166 Thicau HaAOMIONECHHM, CHSATHIX B
Pa3IMYHbIX PEKUMAaX.

LleneBoii nepeMeHHOM sBiIsieTcd 00BbEMHBIN pacxoa HedTu (M/cyT).

3HayeHuss o0BEMHOTO pacxoja BappupyroTcs oT 1 1o 350 M*/cyT, TO €CThb OXBaThIBAIOT
IIMPOKHNA AMaNa3oH — OT KpaiHe MaJIbIX O OTHOCUTENIBHO BBICOKUX PacXooB. B kauecTBe 6a30BbIX
MIPU3HAKOB B MOJIEb BKIIIOUEHBI TIepeMeHHbIe, TpuBeA¢HHbIe B Tabnue 1.

Tabnuma 1 - bazoBbie mpU3HAKK MOJIEH

IMapamerp Oobo3nauenune | ExuHunsl CwMmbIica
[Tepenan naBnenus AP MIla Pa3zHocTh maBieHus 10 U Ocie MTyIepa
[1moTHOCTB KUAKOCTH | P r/cm? DuU3NYECKOE CBOMCTBO KUIKOCTH
JwnameTtp mryuepa d MM I'eomeTpuueckuii mapaMmerp KaHaia
Temmneparypa T °C Bnusier Ha BA3KOCTD U INIOTHOCTD
Leneas nepemennas | Q M*/cyT O6bEMHBIIN pacxoa HedTH
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I[HSI yIydli€Hud  KadeCTBa MOJCIM TMPUMCHCHBI HHXKXCHCPHBIC W  CTATUCTHYCCKUC

npeoOpa3oBaHus, OTpaXKaoIue (PU3MIECKYIO PUPOTY TCUCHHS KUIKOCTH:
B dopmymne (1) oTpaskeH TOMOJHUTEIBHBIN TPU3HAK, CKOPOCTHAS 3aBUCUMOCTbD:
VAP €Y

B dopmyne (2) oTpaxkeH JONOTHUTENBHBIN IPU3HAK, THAPOAMHAMUYECKAs (PYHKIINS 1aBICHUS:

AP
— (2)
p
B dpopmyne (3) oTpaxeH 1OMOIHUTENBHBIN IPU3HAK, TUIOIIA/Ib CEUCHUS KaHasa:
d? 3)

B dopmyne (4) oTpakeH IOMOJHHUTEIbHBIA NpHU3HAK, (PU3UYECKUNA MPOTOTUIT (HOPMYJIIBI
pacxoja:

d* |— (4)

B dopmyne (5) oTpaxkeH OMOIHUTENBHBIN PU3HAK, UHBEPCHUS TUIOTHOCTH:
1

/s (5)

OTU NpU3HAKYU BRIMONHAIOT PpyHKunu Gopmysl Toppudeniu (6):

AP
d? |— 6
Qocd® |= (6)

IImoTHOCTE M AaBJICHUC IO CBOCMY JHAIIA30HY HAXOAWJIMChL B OIPpaHHMYCHHBIX IIpCaciiax,
MOATOMY JUTS CTIIQKUBAHUSI pacIipeielieHus 0e3 JONOTHUTEIBHON HOpMAITU3aIlluH JOCTATOYHO OBIIIO
norapudmudeckoro mpeodpazoanus 1o dpopmyse (7):

log(1 + AP),
log(1+ a), (7
log(1 + p)

Tax crabunusupyercs MaciTad U 3aBUCUMOCTh CTAHOBUTCS OoJiee TMHEHHOM st OyCTHHTA.

B uwactHocTu, neneBas nmepemenHas Q Taike 3ameHeHa Ha log(Q), mpu 0Oy4eHUH MOJEINU.
[Tepexon x morapudmy pacxojia MO3BOJIWI YMEHBIIUTH BIUSHUE aCHMMETPUYHOTO paclpeaeneHus
Q u caenatp 3aauy 6osee y100HOU ISl perpeccui.

TemmepaTtypa BMecTo nepexo/ia B JiorapuMudeckoe MpoCTPaHCTBO OblJIa HOPMaIM30BaHa 110
dbopmyie (8):

T, = o ®)

,TJle it U 07 — CpellHee U CTaHAapTHOE OTKIOHEHHE B 00yJaromeM Qoe.

B utore mozens ucnons3yet 13 mpu3HAKOB, O0BEAUHAIOMUX (DU3HUECKUE U CTATUCTUYECKUE
OIHMCAHUS BXOJIHBIX JaHHBIX.

[Tepen oOydeHueM MOJICNN TIPOBEACHA OYUCTKA JIAHHBIX. Y JaJICHbl HEKOPPEKTHBIC 3aIACH, B
YaCTHOCTHU OTPULIATECIBHBIC 3HAYCHUA pacxXoJa U APYIrux nmapamMeTpoOB. Taxoxe u3 Ha60pa HNCKIIFOYCHBI
SIBHBIC BBI6pOCBI, HEC COOTBCTCTBYIOLIUC CbI/ISI/I'-IeCKH BO3MOXHBIM PCXKUMaM, HAIPpHUMCEP, ClIydan
HYJIEBOT'O WJIM DKCTPEMAIILHO OOJIBIIOTO TIepernasia TaBICHUs TPU 3HAYUTEITLHOM PacXo/ie.
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B kadectBe anroputma MPOTHO3UPOBAHHS BHIOpAH TPAJUCHTHBIA OYCTHHI PEIIAIOLIHX
nepeBbeB, a uMeHHO HistGradientBoostingRegressor u3 6ubnamoreku scikit-learn [5].

JlaHHBIN anTOPUTM CTPOUT aHcamOiab M3 M HernyOokuX aepeBbeB pemieHUU (9), Kaxmoe
nocieaymuiee AepeBo oOydaercs Ha OIMMOKax NPEObIIyIINX, TaKUM OOpa3oM IOCTEHIEHHO
yMEHbIIIast OIIMOKY aHCaMOJIsl.

M
9= nrhy@) 9
m=1

B dopmyie (9):

h,,(x) — 3T0 m-HOe nepeBo, amMPOKCHUMUPYIOIIEE OTPHUIATEIBHBIA TPAIUEHT ONIMOKK Ha
MpeIbIIYIIeM IIare,

1 — 3TO 1war npu o0yueHHH,

M — gncno ureparnuii OycTunra.

Oco6ennoctrio HistGradientBoosting (HGB) siBnsiercs apexTuBHbIi anroputm 6ycTUHTa Ha
OCHOBE THCTOTpaMM, 4YTO YCKOpseT OOydeHHe Ha OOJNBIIUX BBIOOpKAX 3a CU€T OWHHHHTA
HEIPEPBIBHBIX PU3HAKOB [6].

Jlnia naweit 3anaun HGBRegressor Obul HACTPOEH C MCHOJB30BaHUEM (PYHKIMU HOTEPh Ha
ocHoBe abcomoTHOM norpentHocTty (10) (mean absolute error, MAE).

1 n
Lw,9) == D @9 (10)
i=1

Boibop MAE (BMecTo cTaHAapTHOM KBagpaTWUYHOW OMIMOKH) MPOJUKTOBAH TEM, 4YTO
abcomoTHasi TOTPEUIHOCT, MEHEee UYBCTBUTENbHA K BbIOpocaM U Ha€r Oonee yCTOHYMBBIE
MEIMaHHBIE OLEHKH, YTO BaXKHO MPU HATUYUH PEAKUX aHOMAJIbHO BBICOKHMX WJIM HU3KUX 3HAYCHUH
pacxona [7].

J171s1 OLIeHKH KayecTBa MPUMEHsIIAch S-KpaTHas nepekpéctHas nposepka (11):

5
D = U(Dgﬂain' Dil;(al (11)
k=1
MeTtpuku ycpeaHsauch 1o Bcem (oiaam. Mcnonp3oBanuch ciaeayronye noka3aresiu:
1
MAE =;Z ly — 91 (12)
100 -9
MAPE = ly =5l (13)
n 54
200 -9
SMAPE = =7l (14)
n lyl + |9
™2
Re=1-20 "9 (15)
Xy -9

JUIs OLIEHKM paBHOMEPHOCTH MOTPEIIHOCTH TaKKe BBIYMCISAETCS J10JI1 IPOrHO30B B JOITyCKE
+5% u £10%.

[Ipu oOyueHunm ™opaenu OblJa HUCHOJAB30BaHA CXEMa B3BELIMBAaHUS HAOMIOACHUN 110
OTHOCHUTENIbHOM TOTpPEeNIHOCTH, YTOObI OO0ECHeuuTh paBHYIO 3HAYUMOCTh OTHOCHTEIbHBIX
OTKJIOHCHHI [8].
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JIJis MaITbIX 1O BEMYMHE PACXOJIOB Jake HEOOIbIIoe aOCOMIOTHOE OTKIIOHEHUE MOXKET OBITh

KPUTHYHBIM B IIPOLUCHTHOM OTHOLICHWHU, TOI'Jd KaK IJIA GOHBHJI/IX PaCXoq0B TaKasd KE a6COJHOTHa$I
MOTPENIHOCTh MOKET COCTABJISITh JOJIH MPOIICHTA.

BaxxHO OTMETHTB, YTO Ui TPEAOTBpPAIICHUS MepeoOydeHuss U obecrieueHus: (Gpu3HuecKon
OCMBICJICHHOCTH  pE3yJbTaTOB  pacCMaTpUBalaCh  BO3MOXKHOCTh  BBEJCHHS  MOHOTOHHBIX
orpanudeHuii [9]. OqHaKO B KOHEYHOM UTOTE OBIJIO IPHHSATO HE BBOJUTH MOHOTOHHBIC OTPAHUYCHUS,
MOCKOJIbKY JIaHHBIE COJIEPIKAT CIIOKHBIE B3aUMOCBSI3H.

[locne mnepBoHayampHOrO O0OyYeHHs ObUIa TpOBEIEHA JIOMOJIHHUTENbHAS KaaMOpOBKa
IMPOrHo30B, NpHU3BaHHAA YCTPAHUTbL CHUCTCMATHUYCCKUC CMCHICHHUA B 3aBUCUMOCTH OT AWaMCTpa
ITyIepa.

AHanm3 pa3zHOCTE! MEX/1y MPOTrHO30M MOJIENH M (DaKTHYECKUM 3HAUYCHUEM TI0Ka3all, YTO JIaXKe
npu oO0IIeM HeOOJBIIOM YPOBHE IOTPEIIHOCTH MOJIEIh HMEET TEHICHIHI0 K HEOOJIbIIOMY
HEJIOTPEICKA3aHUIO WK TIEpENpeCKa3aHuI0 pacxo/ia Ui ONPEICIEHHBIX THaMETPOB.

YroObl yuecThb 3Ty 0COOEHHOCTb, ObllIa MPUMEHEHA MMOCTOOYYaroIIasi KaTHOPOBKa 110 JHaAMETPy
JIBYMSI METOIaMHU: JIMHEHOM perpeccueii (16) u nzoronndeckoit perpeccueii (17), [10].

Q =ay +by0Q (16)
rae ag ¥ by moa6MparoTCcs METOIOM HAMMEHBIIMX KBAJPaTOB [0 KaXKIOMY IHAMETPY.
Q" =1Is04(Q") (17)

rae /so; MOHOTOHHAs aNMPOKCUMALIMS 3aBUCUMOCTH UCTHHHOTO PAacXo0/1a OT MPEACKAa3aHHOTO
JUTsl TaHHOTO TMaMeTpa.

O06e cxeMbl KaTMOPOBKU CPABHUBAIUCH MEXKIY COOOI.

N3otonnyeckast kanmuOpoBKa Jydllle YCTPaHSIET CMEIEHUS: CPEIHSIS TOTPEUTHOCTh MOCie Heé
oKa3zanach HUXe, 0COOEHHO Ha KpasxX Juara3oHa.

JluneitHas kanuOpoBKa Tak)Ke YIy4YIIWIa TOYHOCTh MO CPaBHEHHUIO C HEKATHMOPOBAHHOM
MOJIETIbIO, HO HEOCTATOYHO KOPPEKTUpOBaia HeNMMHEHHbIE A (HEKTHI.
Tabmmia 2 - Pe3ynbTaThl Kpocc-BaIu AN

Metpuka 3HaueHnmne

RMSE 1.995

MAE 1.223

R? 0.899629
MAPE 2.260%
SMAPE 2.158%
WMAPE 1.121%
[MTokperTre £5% 91.87%
IToxpsiTue £10% 96.81%

[Tocne oOyueHust U Kpocc-BaIMIAMN MOIETh TPAIMEHTHOTO OyCTHHTA MTPOAEMOHCTPUPOBAJIa
BBICOKOE KauecTBO nporHo3upoBanus. Cpennee 3HaueHue MAE mo utoram 5-onnoBoif kpocc-
BaJIMAIIMK cocTaBuio 1.223 m3/cyT.

Taxoil ypoBeHb OTPEIIHOCTH CBUIETEIBCTBYET O TOM, UTO MPEUI0KEHHBIN aITOPUTM B IIEJIOM
CHOCOOEH ¢ BBICOKOIM TOYHOCTBHIO BOCIIPOU3BOANTH pealibHbIe 3HAUECHUS pacxo/ia HeTH.
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Taxoke ciemyer OTMETUTh HU3KOE cTaHaapTHoe oTkiaoHeHne MAE mexny dongamu, 4To

YKa3bIBaeT Ha CTAOMILHOCTh MOJICTH U €€ 0000MIAOIIYI0 CIOCOOHOCTh Ha Pa3HBIX MOJMHOKECTBAX
JaHHBIX.

HToroBoe cpaBHEHHE MPEICKa3aHHOIO 00BEMHOTO pacxoa HeTH ¢ HACTOAIUM 00BEMHBIM
pacxojsom HedTH mpencTaBieHo Ha Pucynke 1.

350
300
250
200
150

100

Pacxon 06bEMHbIV (NpeackasaHHbln) (Pred)

50

0 50 100 150 200 250 300 350
Pacxon obbemHbi (Real)

Puc ynok1 - CpaBHeHuHe NpeCKa3aHHOTO U peabHOro 00bEMHOT0 pacxoaa HedTu

Pacripenenenne OTHOCHTENBHOW MOTPEIIHOCTH B 3aBHCUMOCTH OT pacxoja IOKa3aHO Ha
Pucynke 2.

Haunbonpiass morpemHocTs BO3HMKAET Ha HU3KUX PAacXoAax, HO Ha rpaduke BUIHO, YTO
MOTPENIHOCTh PAaBHOMEPHO paclpeneieHa ¥ Kakue-TMOO BBIPAKEHHBIE CHCTEMaTHYecKast
3aBHCUMOCTH OTCYTCTBYIOT.

600}
500
400+
300+
200}

100¢F

OTHoCUTENLHaA NOrpewHocTs, %

0 50 100 150 200 250 300 350
Pacxop, 06 bEMHBIA (MCTUHHGLIA)

PucyHok 2 - 3aBUCMMOCTB IOTPEITHOCTH OT BETMYHUHBI PEATbHOTO pacxojia HepTH
B xozxe uccrnenoBaHus ObIJIO MPOBEAEHO MPOTHO3UpPOBaHHE O0BEMHOrO pacxojga HedTH Ha

OCHOBC COBpeMCHHOﬁ MOACIN MAIIMHHOI'O 06y‘-ICHI/I}I — T'PaAuCHTHOI'O 6}/CTI/IHFa peuraronmx
ACPCBLCB.
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PazpaGoTranHplii  MOAXOA  TO3BOJIMI ~ Y4YeCTh  OJHOBPEMEHHO  BIIMSHHE  OCHOBHBIX

TEXHOJIOTUYECKUX T[apaMeTpoB (IaBjeHUE, [MaMeTp IITylepa, IUJIOTHOCTb W TeMmIeparypa
KHUJKOCTH) U BBIIBUTH HEJIMHEHHbIE 3aBUCUMOCTH, HEOYEBHJHbBIE IPH HCIOJIb30BAHUU
TPaJAULIUOHHBIX (POPMYII.

Hcnonb3oBanue norapudMudeckoro mpeodpa3oBaHus 1EIeBON MepeMEHHONW U B3BELINBAHUE
OIIMOOK IO OTHOCUTENBHON 3HAYMMOCTH OOECIEYHJIM BBICOKYIO TOYHOCTh IPOTrHO3a MO BCEMY
JAIa30Hy PacXxo/0B.

CpenHsist OTHOCUTENbHAS IOIPELUIHOCTh MOJIETHN COCTaBUIa BCero 2.5%, YTO CBUJIETEIIbCTBYET
0 BBICOKOM Ka4€CTBE MPEICKA3aHUM.

B pesynbrare pazpaboTaHHas MOJIENIb COUETAET B ce0e MPEHMYIIeCTBa IPaIMEHTHOTO OyCTHHTA
U aITUTUBHOM MMOCT-00y4aroiel momnpaBKH.

[TonydyeHHbIE 3aBUCHMOCTH COOTBETCTBYIOT (DU3MUYECKOMY CMBICIY, 4YTO MOJITBEPKIACT
KOPPEKTHOCTh MOJIX0/1a, a MOrPEIIHOCTh HAXOJUTCS Ha MPUEMIIEMOM YPOBHE IS NMPAKTHUYECKUX
pacuéToB.

[TpakTHdeckasi IEHHOCTh Pa0OTHI COCTOMT B TOM, YTO MPEIJIOKEHHAS MOJEIh MOXKET OBITh
BHEJIPEHA B CUCTEMY OIEPATUBHOIO MOHUTOPHHTA U YIIPABJICHHUS, BbIJIaBasi POTHO3 pacxoa HeTu
B pEAJIbHOM BPEMEHH Ha OCHOBE TEKYIIIMX IMOKA3aTeNIe JaBJIEHUS, TEMIIEPATyPhl U INIOTHOCTH.

Bricokast ckopocTh pabOThl aIropuT™Ma rpaIM€HTHOr0 OYCTHUHTA U €r0 TOYHOCTh OTKPBIBAIOT
BO3MOXXHOCTH [UIsl TIPOTHOZMPOBAHMSI ABAPUUHBIX CUTyallMd M ONTUMHU3ALUU peXUMa PaOOTHI
He(TAHBIX CKBaKUH.
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